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CAN FEDERATED LEARNING SOLVE AI'SDATA PRIVACY PROBLEM?.
A LEGAL ANALYSIS

52 Rutgers L. Rec. 252 (2025) | WestLaw | LexisNexis | PDE

The speed of development in Artificia Intelligence (Al) in recent years has been breathtaking. Y et this comes with its own set of
problems.[1 One of these problems is that the current iteration of Al requires vast quantities of data for the training of Al systems,
and, currently, the demand for datais outstripping the supply of data.[2 This may hinder the further development and improvement
of Al systems. Thisis sometimes referred to as Al's data problem.[3 However, making more data available to train Al raises various
concerns, not least, in relation to data privacy, thus, Al has adata privacy problem.

Federated learning (FL) may provide a solution to this problem.[4 The basic premise behind FL issimple: In the standard training of
Al systems, datais collected and transferred onto a central server, where the Al system trains on the data. In contrast, in FL, datais
not collected but remainsin its original locations. Instead, each party receives the raw model, which is then trained on the dataset in
situ. Upon completion of the training, the trained model is sent back, and is combined with other similarly trained models, into a
single, integrated model. The result is that the integrated model has effectively been trained on all the datasets, but no datais
transferred out from its original location.

Datais often held in ?silos’.[5 A datasilo is anything that holds data (e.g. smartphones, laptops, hospitals, banks, etc.) but accessing
dataheld in silosis challenging. Sometimes regulation, like data protection legislation or I1P law, prevents data from being shared.
Alternatively, there may be areluctance to share data, for instance, due to concerns about data confidentiality or dataintegrity. The
intended purpose of FL isto ?break open' these data silos, by enabling the training of Al systems while preserving data privacy and
confidentiality. If FL can fulfill this promise, this could bring significant benefits. By way of example, ?healthcare providers could
train algorithms to develop new drugs based on patient data, while maintaining privacy and patient confidentiality, or researchersin
different countries could train algorithms without transmitting data across jurisdictions. 6

FL has generated significant interest amongst the computer science community, however, there is a dearth of writings on, and
understanding of, FL. among lawyers and legal academics.[7 Thisis a problem because the conceptualization of concepts like data
and privacy may differ across disciplines/8 and to what extent FL can break open data silos created by regulation requires alegal
analysis. Thisarticle aims to fill this lacuna by providing a comprehensive legal analysis of FL. Thiswill be done by examining how
the data protection principles ? represented by the most stringent standards under the European Union's General Data Protection
Regulation (GDPR)[9 ? appliesto FL. The argument will made that from alegal perspective FL can indeed be an effective method
to ensure compliance with data protection regul ation.

Although the legal analysisin this article focuses on the GDPR, the significance of the analysis extends beyond the EU. EU
regulation has proven influential beyond the EU,[10 and many data protection regimes are modelled on the GDPR.[11 Moreover, FL
raises an important conceptual question about the relationship between data protection and the development of Al; that is, whether
the training of Al systemson persona dataisin itself an infringement of data protection rights, or whether thereis such an
infringement only because of some feature of how the training is conducted, e.g. that data is collected to a central server or accessto
the datais given to athird party. In the standard training of Al systems, this question will seldom arise as data needs to be collected
for the Al systemsto be trained, and many data protection regimes regulate the collection of data.[12 However, becausein FL no
datais collected, thisissue is brought into sharp focus, and in the age of Al, thisis a question every data protection regime will need
to answer.[13

This article suggests that the training of Al systemsitself does not infringe data protection rights, provided that the data is kept
secure from abuse (i.e. the data being used for purpose other than training Al). The argument is that using personal datato train Al
systems does not reveal information about an individual, such information is only revealed when the Al systemis applied to a
particular case. This article will show that the GDPR can be interpreted in thisway, and if thisinterpretation is followed, the GDPR
can provide for the protection of personal data, without hindering the development of Al systems.[14 For the legal analysis of FL
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this means that the question of whether the training of an Al system through FL is GDPR compliant will largely depend only on one
factor, namely whether the datais kept secure, rather than the host of factors, which istypically required to assess GDPR compliance
in standard training of Al systems. Thus, FL should make it easier for Al developersto train models on personal data.

Despite FL being a potential boon to Al's compliance with data protection regulation, this article will express doubt as to whether
FL can make a significant contribution towards solving Al's data problem. Although, FL may be an effective way to deal with data
protection, data protection is only one among other obstacles to data sharing. For instance, |P law may prevent data from being
shared, and FL does not directly impact the application of 1P law. Moreover, it is unlikely that FL will be used sufficiently widely to
make significantly more data available, than is currently the case. Thereisalso alack of legal clarity in relation to FL, and without
legal clarity it isunlikely that FL will be commonly adopted. Furthermore, currently, FL is not used widely across different
organizations.[15 This means that alot of datawill remain inaccessible. Thisis an area where regulators and policy makers may be
able to make a positive contribution. This paper will suggest that, if regulators and policy makers decide to facilitate the use of FL, a
possible tool isthe creation of a FL regulatory regime, including an FL licensing regime, to facilitate data sharing across
organizations.

This article will proceed asfollows. First, an overview of FL will be provided. Second, this article will give a detailed analysis of
how the GDPR applies to the training of Al systems. Thisanalysiswill take up considerable space, but it is crucia to understand
how the GPPR applies to the training of Al systems as without such understanding, it isimpossible to examine how the GDPR
appliesto FL. Third, this article will analyze to what extent FL can facilitate the sharing of non-personal data and examine the
obstaclesto FL being used more widely. Note that this article focuses on FL in relation to data protection regulation. Other issues,
like IPlaw or antitrust law, will not be considered directly and are out of the scope for this article.
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